

	Question
	Explanation

	SELECTION BIAS
	

	1. Can selection bias sufficiently be excluded?
· Yes
· No
· Insufficient information to answer
	In non-randomised studies, there will usually be a reason why participants are allocated to the treatment/exposure groups (often as a result of clinician and/or patient choice). If this reason is linked to the outcome under study, this can result in confounding by indication (where the decision to treat is influenced by some factor that is related in turn to the treatment outcome). For example, if the participants who are the most ill are selected for the treatment, then the treatment group may experience worse outcomes because of this difference between the groups at baseline. It will not always be possible to determine from the report of a study which factors influenced the allocation of participants to treatment/exposure groups. This can be partially addressed by stratifying by severity (e.g. tumor stage), but usually not all relevant indicators of severity or comorbidity are measured. A good study should also compare and report baseline characteristics of the two groups. Inclusion in a cohort should in preference be consecutive. 
A particular source of selection bias is the participation rate, defined as the number of study participants divided by the number of eligible subjects, and should be calculated separately for each branch of the study. A large difference in participation rate between the two treatment/exposure groups indicates that a significant degree of selection bias may be present, and the study results should be treated with considerable caution. Also similar but low participation rates in both groups may be a problem, as reasons for refusal may be different in both groups. 

	2. Are the most important confounding factors identified, are they adequately measured and are they adequately taken into account in the study design and/or analysis?
· Yes
· No
· Insufficient information to answer
	The main difference between randomised trials and non-randomised studies is the potential susceptibility of the latter to selection bias. Randomisation should ensure that, apart from the intervention received, the treatment groups differ only because of random variation. However, care needs to be taken in the design and analysis of non-randomised studies to take account of potential confounding factors. There are two main ways of accounting for potential confounding factors in non-randomised studies. Firstly, participants can be allocated to treatment groups to ensure that the groups are equal with respect to the known confounders. For example, in a matched design, the controls are deliberately chosen to be equivalent to the treatment group for any potential confounding variables, such as age and sex. Secondly, statistical techniques can be used within the analysis to take into account known differences between groups. Neither of these approaches is able to address unknown or non measurable confounding factors, and it is important to remember that measurement of known confounders is subject to error. It can rarely, if ever, be assumed that all important factors relevant to prognosis and responsiveness to treatment are known. A well conducted study should indicate how the degree of exposure or presence of prognostic factors or markers was assessed. Whatever measures are used must be sufficient to establish clearly that participants have or have not received the exposure under investigation and the extent of such exposure, or that they do or do not possess a particular prognostic marker or factor. Clearly described, reliable measures should increase the confidence in the quality of the study. Confounders should be measured in a way that is sufficiently precise. Otherwise, ‘residual confounding’, this is confounding after statistical adjustment or matching, cannot be excluded.
There should be no differences between the treatment groups apart from the intervention received. If some participants received additional treatment (known as 'co-intervention'), this treatment is a potential confounding factor that may compromise the results. 
Input from clinical experts may be needed to determine whether all likely confounders have been considered. Confounding factors may differ according to outcome, so you will need to consider potential confounding factors for each of the outcomes that are of interest to your review.

	DETECTION BIAS
	

	3. Is the exposure clearly defined and is the method for assessment of exposure adequate and similar in study groups?
· Yes
· No
· Insufficient information to answer
	See 2. 

	4. Are the outcomes clearly defined and is the method for assessment of the outcomes adequate and similar in study groups?
· Yes
· No
· Insufficient information to answer
	The outcome under study should be well defined and it should be clear how the investigators determined whether participants experienced, or did not experience, the outcome. The same methods for defining and measuring outcomes should be used for all participants in the study. Often there may be more than one way of measuring an outcome (for example, physical or laboratory tests, questionnaire, reporting of symptoms). The method of measurement should be valid (that is, it measures what it claims to measure) and reliable (that is, it measures something consistently).

	5. Is the likelihood that some eligible subjects might have the outcome at the time of enrolment assessed and taken into account in the analysis?
· Yes
· No
· Insufficient information to answer
	If some of the eligible subjects, particularly those in the untreated/unexposed group, already have the outcome at the start of the trial, the final result will be subjected to performance bias. A well conducted study will attempt to estimate the likelihood of this occurring, and take it into account in the analysis through the use of sensitivity studies or other methods.

	6. Is the assessment of outcome made blind to exposure status?
· Yes
· No → Does this has an influence on the assessment of outcome?
· Yes
· No
· Not possible in this type of exposure
· Insufficient information to answer
	Investigators can introduce bias through differences in measurement and recording of outcomes, and making biased assessments of a participant's outcome based on the collected data. In this context the 'investigators' are the individuals who are involved in making the decision about whether a participant has experienced the outcome under study. This can include those responsible for taking physical measurements and recording symptoms, even if they are not ultimately responsible for determining the outcome. The degree to which lack of blinding can introduce bias will vary depending on the method of measuring an outcome, but will be greater for more subjective outcomes, such as reporting of pain.
Physical separation of the assessment from the participant (for example, sending samples off to a laboratory) can often be considered as blind if it can be assumed that the laboratory staff are unaware of the treatment assignment.

	7. Is the follow-up sufficiently long to measure all relevant outcomes?
· Yes
· No
· Insufficient information to answer
	The follow-up of participants after treatment should be of an adequate length to identify the outcome of interest. This is particularly important when different outcomes of interest occur early and late after an intervention. For example, after surgical interventions there is usually early harm because of side effects, with benefits apparent later on. A study that is too short will give an unbalanced assessment of the intervention.
For events occurring later, a short study will give an imprecise estimate of the effect, which may or may not also be biased. For example, a late-occurring side effect will not be detected in the treatment arm if the study is too short.

	ATTRITION BIAS
	

	8. Can selective loss-to-follow-up be sufficiently excluded?
· Yes
· No
· Insufficient information to answer
	Additional questions that can help answering this question are: Were all groups followed up for an equal length of time? Was the analysis adjusted to allow for differences in length of follow-up? How many patients did not complete treatment in each group? Were the groups comparable for treatment completion (i.e. were there important or systematic differences between groups in terms of those who did not complete treatment)? For how many participants in each group were no outcome data available? Were the groups comparable with respect to the availability of outcome data (i.e. were there important or systematic differences between groups in terms of those for whom outcome data were not available)?
The number of patients that drop out of a study should give concern if the number is very high. Conventionally, a 20% drop out rate is regarded as acceptable, but in observational studies conducted over a lengthy period of time a higher dropout rate is to be expected. A decision on whether to downgrade or reject a study because of a high dropout rate is a matter of judgement based on the reasons why people dropped out, and whether dropout rates were comparable in the exposed and unexposed groups. Reporting of efforts to follow up participants that dropped out may be regarded as an indicator of a well conducted study. 
Also, if the comparison groups are followed up for different lengths of time, then more events are likely to occur in the group followed up for longer, distorting the comparison. This may be overcome by adjusting the denominator to take the time into account; for example by using person-years.









